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EVALUATI ON

The purpose of this effort was to provide the Aerospace and • -Topographic Centers of the Defense Mapping Agency (DMA ) wi th a capability
to test and verify FORTRAN software. A software tool , designated the
FORTRA N Au toma ted ver i f ica tion System (FA VS ) , meeti ng DMA s requ i remen ts
was developed . It was installed and acceptance tested on the UNIVAC
11 00/ 42 Computer System at each of the two DMA centers. FAVS will be
utilized interna l ly by DMA for testing , ver ifying and documen ting vende r
supplied software .

RANK S. LAMONICA
Project Engineer
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1 INTRODUCTION

As part of its program for applying advanced technology to improve the
quality and reliability of sof tware, and to provide testing tools for the

• Defense Mapping Agency, Rome Air Development Center contracted with General
Research Corporation for the design, development, installation, and documen—
tation of a FORTRAN Automated Verification System (FAVS). This system is

• intended to reduce the cost of assuring that software systems written in
FORTRAN are comprehensively tested. The work involved the application of
practical and autoinatable algorithms and techniques to the verification of
FORTRAN software testing. The specific tasks were to engineer workable and

• eff icient ways to suppor t testable programming in FORTRAN , augment the static
error detection performed by FORTRAN compilers, automate the measurement of
testing effectiveness, assist in the manual design and selection of test cases,
and increase the mechanization of certain aspects of software system maintenance.

This report (the final report for the project) describes the fundamentals
and application of a method for systematically and comprehensively testing
computer software. FAVS is a series of tools which provide:

• Translation from DMATRAN (a structured extension of FORTRAN) to
FORTRAN and from FORTRAN to DMATRAN

• Static detection of unreachable statements, set/use errors, mode—
conversion errors, and external reference errors

• A means of measuring the effectiveness of software test cases,
both individually and cumulatively

• Assistance in the construction of test data that will thoroughly
exercise the software

• Automated documentation -

• FAVS has been implemented for the analysis of computer software written
— in the FORTR.A 7 or DMATRAN language and is operational on the HIS—6180 GCOS

and MULTICS computer systems at the Rome Air Development Center (RADC), Grif—
fiss APR, New York, the UNIVAC 1100/42 computers at DMATC in Washington, D.C.,
and DMAAC in St. Louis, Missouri, and the CDC 6400 computer at General
Research Corporation in Santa Barbara, California, where is was developed .

• Section 2 of this report summarizes the FAVS tools. Section 3 describes
-
• methods for the effective utilization of FAVS in single—module testing, system

testing, and software documentation.

1—1
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In addition to this report, a number of other reports have been
prepared as part of this effort:

• FAVS (FORTRAN Automated Verification System) User’s Manual
(CR—l—754 , May 1978)
This report is an introduction to using FAVS in the testing
process. Its purpose is to acquaint the user with the application
of FAVS to program testing, so that an efficient approach to
program verification can be taken. The basic commands by which
FAVS provides this assistance are discussed in detail. FAVS
processing is ie~cribed in the order normally followed by the
beginning FAVS user. The Appendixes include a summary of all
FAVS commands and a description of FAVS operation at RADC, DMATC,
and DMAAC with both sample comm and sets and sample job control
statements.

• DMATR.AN User’s Guide (CR—1—673/l , January 1978)
This report describes the structured constructs and syntax of
DMATRAN , a structured extension to FORTRAN. It also details the
use of the DMATRAN preprocessor , which translates DMATR.AN into
FORTRAN. Procedures for using the UNIVAC 1110 or the h oneywell-
6180 version of DMATRAN are included.

• FAVS (FORTRAN Automated Verification System) Computer Program
Documentation: Vols. 1, ,~~~ 3 (CR~-2—754, January 1978)
These reports describe the FAVS software design, the organization
and contents of the FAVS data base, and for each FAVS component
its function, each of its invokable modules , and the global data
structures it uses. The report is intended for use in FAVS software
maintenance, together with the Software Analysis reports described
below.

• FAVS Computer Program Documentation: Vol. 4, Software Analysis
This volume is a collection of computer output produced by FAVS,
not reproduced but on file at RADC. The source code for each
component of the FAVS software has been analyzed by FAVS itself
to produce enhanced source code listings of FAVS with indentation
and control structure identification, inter—module dependence,
all module invocations, module control structure, and a cross
reference of symbol usage. This volume is intended to be used
with Vols. 1—3 for FAVS software maintenance. It is itself also
an excellent example of the use of FAVS for computer software
documentation.

f 1-2
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2 OVERVIEW OF DMATRAN AND FAVS

This section provides a summary of the DMATRAN language extensions to
support testable programming in FORTRAN, and describes the commands processed
by FAVS. DMATRAN and FAVS are implemented in three software tools.

• DMATRAN precompiler. DMATRAN constructs are automatically indented
on the source listing produced by the DMATRAN compiler. All DMATRAN
statements are translated into standard FORTRAN , and standard
FORTRAN statements are passed unmodified to the “intermediate
source” file, which is then compiled by the FORTRAN compiler.

• FAVS Processing. Favs provides static analysis, code restructuring ,
instrumentation, testcase data generation assistance, retesting
and documentation assistance for FORTRAN and DMATRAN programs.
User—supplied commands control the FAVS processing.

• FAVS Analyzer. After the execution of software that has been
instrumented by FAVS , the FAVS Analyzer provides reports describing
the extent of testing coverage obtained. User—supplied commands,
similar to FAVS commands, control the Analyzer’s processing.

- The DMATRAN constructs are described in Sec. 2.1; the use of the DMATRAN
precoinpiler is fully described in the DMATRAN User’s Guide. The FAVS process-
ing and Analyzer commands are summarized in Secs. 2.2 and 2.3; they are
described in detail in the FAVS User’s Manual.

2.1 DMATRAN CONTROL CONSTRUCTS

DMATRAN extends the FORTRAN programming language with five control con-
structs that replace FORTRAN controls. These statement forms can be intermixed
with ordinary FORTRAN non—control statements In the text which is processed by
the DMATRAN precompiler. DMATRAN statements are converted by the precompiler
to equivalent FORTRAN statements, and the resulting file can be compiled by
the FORTRAN compiler in the normal manner.

2.1.1 IF...THEN...ELSE...END IF (Fig. 2.1)

This construct provides block structuring of conditionally executable
statements. If <expression> is true, control transfers to the first statement
within the block; if false, to the next statement after the END IF. The ELSE
statement is optional. If it is present and <expression> is false, the state—
ment~ following the ELSE are executed.

2 .1.2 DO WHILE.. .END WHILE (Fig. 2 .2)

This construct defines a repetitive operation which is to be performed
zero or more times. If ~.expression > is true, the statements within the block
are executed ; if false, the next statement after the END WHILE. After the
statements within the block have been executed, the value of <expression> is

2— 1
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IF (<EXPRESSION>) THEN

STATEMENTS TO EXECUTE IF <EXPRESSION> IS TRUE

• ELSE

STATEMENTS TO EXECUTE IF <EXPRESSION> IS FALSE

END IF

¶I

~~~~~~~~~<EXPRESsION>~~~~~~~~~~~~~~~~

~~~~
ELSED

• STATEMENTS TO EXECUTE I STATEMENTS TO EXECUTE 1
IF <EXPRESSION> IS FALSE 

I~~
IF <EXPRESSION> IS TRUE

1

(~
END IF~~)

-ii~
_

FUNCTION SINC( x
IF ( X .EQ. 0 ) THEN

SINC = 1.
ELSE

SINC = SIN(X) /X
END IF
RETURN
END

Figure 2.1. IF. . .THEN .. .ELSE. . .END IF Const ruct

2-2
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INITIALIZATION STATEMENTS

DO WHILE (<EXPRESSION>)

STATEMENTS TO EXECUTE IF <EXPRESSION> IS TRUE

END WHILE

I INITIALIZAT ION f
I STATEMENTS I

I 
_ _ _ _

.NOT. <EXPRESSION> DO WHILE
(<EXPRESSION> )

<EXPRESSION>

STATEMENTS TO EXE-
CUTE IF <EXPRESSION>
IS TRUE

END WHILE

-I
FUNCTION SQRT( A
X = A

• DO WHILE( ABS(X-A/X) .GT . l.E-6 )
X = ( X +A/X )/2

END WHILE
SQRT=X
RETURN
END

Figure 2.2. DO WHILE. ..END WHILE Construct 

1_
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checked again. Note that the iteration variable that controls the value of
<expression> must be explicitly initialized before the loop is entered, and
must be explicitly modified on each pass through the loop.

2.1.3 DO UNTIL. ..END UNTIL (Fig. 2.3)

This construct is like a FORTRAN DO loop in that it is performed at
least once and has Its exit at the bottom of the loop; otherwise it is like
the DO WHILE. After the first execution of the statements in the block,
<expression> is evaluated; if it is false, the block is execu ted again, and 

V

so on until <expression> is true. At that time control transfers to the next V

statement after the END UNTIL.

2.1.4 CASE OF...CASE...CASE ELSE...END CASE (Figs. 2.4, 2.5)

This construct selects one of 8everal alternatives by means of a computed
selection index. Each alternative is identified by a positive integer constant
called the CASE index. The value of <integer expression> (the selection index)
is computed ; if any CASE index is equal to the selection index, control trans—
fers to the statements which follow that CASE. If there is no such CASE, and
the CASE ELSE statement is present, the statements following the CASE ELSE
are executed , and control then transfers to the statement after the END CASE.
If the selec tion index does not equal any CASE index , and CASE ELSE is not - •

prov ided , none of the blocks are executed.

2.1.5 BLOCK. . . END BLOCK and INVOKE (Fig. 2.6)

This construct provides an internal proced ure which has access to all
variables in the routine which contains it. The BLOCK’s <name> is a string
of characters of arbitrary length that may include imbedded blanks. The body
of the BLOCK must be a complete well—nested control structure.

The BLOCK is executed only if it is invoked by an INVOKE statement that
refers to its name identically. BLOCKs may appear in the code anywhere after
all INVOKEs that refer to them, but they are never executed directly (by
falling into them). BLOCK...END BLOCK constructs can be nested, but not
recursive (i.e., a BLOCK may not directly or indirectly invoke itself). A
BLOCK cannot be invoked from an external ro utine, nor can it be passed as a
parameter to another routine.

2—4

& J 



- - - -- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~——--~~~ .~~-~ ~~~~~~~~~~~~~~~ ~ -r ’~~~~~~~~~~ 
-_-.---

~ 
—---,

~

V 
~~~~~~~~~~~~~~~~~~~~~~~~~~ 

-— - V 
~~~~ — —~

_ 
~~~~~~~~~~~ 

_ V  ~~~~~~~~~~~~~~~~~~~ __ VV~~~ __ VV~~~~~ ~~~ • -

INITIAL I ZATION STATEMENTS
• DO UNTIL (<EXPRESSION>)

STATEMENTS TO EXECUTE IF <EXPRESSION > IS TRUE
V 

END UNTIL

INITIALIZAT ION
STATEMENTS

• DO UNTIL
(<EXPRESSION>)

STATEMENTS TO EXECUTE
IF <EXPRESSION> IS
FALSE

.NOT.
END <EXPRESSION>

UNTIL

<EXPRESSION>

FUNCTION CONVRG ( XINIT , EPS, F )
EXTERNAL F
X = X I NIT
DO UNTIL (ABS(X-XOLD).LE.EPS)

XOLD=X
X=F(X)

END UNTIL
CONVRG = X
RETURN
END
Figure 2.3. DO tJNTIL...END UNTIL CONSTRUCT

2—5
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CASE OF (<INTEGER EXPRESSION>)
CASE (I)

BLOCK OF STATEMENTS
CASE (J)

BLOCK OF STATEMENTS

CASE (N)
BLOCK OF STATEMENTS

CASE ELSE
. BLOCK OF STATEMENTS
END CASE

$
CASE OF

(<INTEGER EXPRESSION>)
-I

0~

...
CASE (I) CCASE (J )) C~

SE (N~~~ CASE ELSE

1
STATEMENTS TO STATEMENTS TO STATEMENTS Tó~~] STATEMENTS TO
EXECUTE IF EXECUTE IF EXECUTE IF EXECUTE IF
<INTEGER <INTEGER <INTEGER <INTEGER• EXPRESSION’ EXPRESSION> EXPRESSION> EXPRESSION> IS NOTEQUALS I EQUALS J EQUALS N EQUAL TO I, J OR N

END CASE

Figure 2.4. CASE OF..CASE..CASE ELSE...END CASE CONSTRUCT

V 2—6
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SUBROUTINE XAMPL (ITYPE ,NPARS )

CASE 
V
OF (h YPE )

CASE (3)

CALL GETCRD ( I TYPE )

CASE (5)

JTYPE h YPE + 3

CALL STRUCT (JTYPE ) V -

CASE (9)

CALL IB ALPR (I TY PE ,NPARS )

CASE ELSE

CALL ER ROR

END CASE

RETURN

END

Figure 2.5. DMATRAN Example of CASE Construct

2—7
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INVOKE (<NAME>)
BLOCK (<NAME>)

BLOCK STATEMENTS
END BLOCK

~~~~VOKE (NA~~~~ .V(~~~~~~~~~ K (NAPI~)

BODY OF BLOCK...
END BLOC K

1~~~D BLOCKj

‘U
]

SUBROUTINE MLTPLY(A ,B,C.N )
DIMENSION A(1O ,1O),B(IO,10),C (1O ,1O)
1 = 1  V

DO WH ILE ( I .LE. N

DO WHI L E( J.LE.N )
INVOKE ( COMPUTE NEW ARRAY ELEMENT
J~~~J + 1

END WHILE
1~~~1 + 1

END WHILE
BLOCK ( COMPUTE NEW ARRA Y ELEMENT

K - i
DO WHILE ( K .LE. N

S • S + A(I ,K) * B(KIJ)

END WHILE
. C ( I ,J)— S
ENO BLOCK
RETURN -:
END

~~~~ Figure 2.6. BLOCK...END BLOCK and INVOKE Construct

2-8
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2.2 FAVS PROCESSING

FAVS is a software system which reads as data the user’s FORTRAN or
DMATRAN source code. The type of processing to be performed on the source
code is specified through commands that are input to FAVS. During an initial
run, a restart file is constructed which contains information about each module
submitted for analysis. FAVS has several components which extract information
from this file and produce reports. Figure 2.7 illustrates the basic elements
of a FAVS analysis.

COMMANDS

RESTARTFAVS FILE

YOUR
SOURCE
CODE

REPORTS INSTRUMENTED
SOURCE CODE

Figure 2.7. FAVS Analysis

I

2—9

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — —  V - —  V •VV~__  — -  V_ V___V V•~ _  _ VV~_

L V V V V . .  •~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ V • •~~~~ _ • ~ V _ _ _ _ _



There are eight basic FAVS commands :

RESTART.
EXPAND.
l.ANGUAGE-.DMATRAN.
FILE,PUNC}I—<f lie number> . 

—

OPTIONS=<list> .

<list> may contain one or more of the following options ,
separated by commas :

LIST
DOCUMENT
SUMMARY
STATIC
INSTRUMENT
INPUT/OUTPUT
REACHING SET
RESTRUCTURE

FOR MODULE = (<nainel> ,<name2>,...).
TESTBOUND,MODULE = (<nanie>),STATEMENT = <number>.
REACHING SET ,MODULE = (<name>), TO - <DD—path number> ,

FROM — <DD—path number>, {ITERATIVE).

The commands are supplied to FAVS on cards ; the format is free form ,
with one command per card. Each command prescribes a particular function to f
be performed by FAVS, described briefly in the following sections . Detailed
descriptions and typical complete analyses are given in the FAVS User ’s Manual.

2.2.1 Setup Commands

RESTART and EXPAND are commands used in saving the basic analysis
information for a set of modules from one FAVS run to the next , thus saving
execution time when a large number of modules is being analyzed ‘sore than once .
As a set of modules is processed (using any of the OPTIONS) , a restart file is
created. If this file is saved , it can be used in subsequent FAVS runs which
further analyze the same modules (using other OPTIONS) by supplying either
RESTART or EXPAND as the first FAVS command . EXPAND performs the same functions
as RESTART and also permits additional modules to be added to the restart file .

LANGUAGE — DMATRAN sets up FAVS to accept source code that includes
DMATRAN constructs. The command is not necessary for FORTRAN source code ,
since the default setup is to process FORTRAN .

FILEIPUNCH — <file number> is used to change the file to which FAVS
outputs an enhanced source code when either INSTRUMENT , INPUT/OUTPUT , or
RESTRUCTURE options are selected .

i 
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FOR MODULE (<namel>, <name2>,...) causes single—module reports to be
produced only for a specif ied set of modules , rather than for every module.

V 2 .2 .2  Processing Commands

The command which controls the type of process ing to be done by FAVS
is:

OPTION(S) = <list>

where <list> contains one or more of the option names, separated by commas.
The following sections briefly describe each option except for RESTRUCTURE.
Details and additional examples of the repo rts and all options are given in
the FAV S User ’s Manual.

LIST. This option causes an enhanced source listing of every module to 
V I

be produced. The listing has Indentation of control constructs, def ines the
logical structure in terms of DD—Paths, and is the refer ence for line numbers
used by the other reports.

DOCUMENT. This option causes six reports to be produced which describe - 
-

the system of modules (“library”) being analyzed. For each module separately,
three reports are produced :

• READS Report: lists each READ statement, with its associated
format.

• INVOKES Report: lists all calls to externals (in the library or
not) ,  and all calls from other modules in the library.

• BANDS Report: Locates the module in the invocation hierarchy by
showing an upward and downward calling tree (Fig. 2.8) .

For the sys tem as a whole, three reports are produced:

• CO~OIONS Report: displays two matrixes that show the location of
all references to common blocks (Fig. 2.9).

• CROSS REF Report: cross—references all variable names in the
library , giving a list of all modules that reference each
var iable , and a list of statement numbers where referenced in
each module with a marker on statements where the variable lb set.

• LIBRARY DEPENDENCE Report: shows the invocation structure of the
library in a matr ix  forma t (Fig. 2.10) . 

V

SUMMARY. This option produces an abbreviated library documentation
consisting of three reports: a statement profile (Pig. 2.11) , and the COMMONS
Report and LIBRARY DEPENDENCE Report just described.

2-il
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t
This report shows the selected module within the invocation hierarchy.

At the center is the selected module. Each successive band of modules from
the center to the left shows the calling modules; each successive band to the
right shows the called modules. The left (calling) modules reside on the
library; the right (called) modules can include modules external to the
library.

Figure 2.8. BANDS Report
V

t

STATIC. This option causes “static analys is” of the sof tware being ~V -

analyzed: that is, analysis of the source code , without compiling and
running it.

• Mode checking which identifies possible misuse of constants and
variables in expressions, ass ignments , and invocations.

• Invocational checking which validates actual invocations against
forma l declara tions , checking for consistency in number of
parameters and type.

• Set and use checkiag which uncovers possible use—before—set
conditions and similar program abnormalities.

• Graph checking which identifies possible errors in program control
structure such as unreachable code.

I
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10 S STA TE * * • 0 ~ * A lO S LABEL 5 0 * • 0 U a
II S STYPE *0  • 0 *  4 •~~ 5~ a C U  U. U U *
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LkG EP,C A~ • LSTACK 5 0 • * *
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Two matrices are produced by this report. The first one lists all
common blocks encountered in any module in the library, and indicates which
blocks do and do not contain any symbols used by each module. Routines from
which a common block may safely be remove d are easily found. This matrix
assigns a number to each common block.

The seco nd matrix lis ts only the symbols which are used by some
module; the number of the common block In which each is found is printed
to the left .  This report is an excellent aid when change s are being made
In a software system.

Figure 2.9. COMMONS Report
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* INVOKER 5* * a
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• CONTRL as X *XX  XX X x X XX *
s CONT * *  X a *
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* STRUCT * X X Xas X XXXXX XXXX X X X X X XX. 3
aaaasaasaaa*s.ssa$**a*aa*saa ,.**sa***as..asagaasaa**

TIlE FOLLOWING MODULES AKE NOT INVOKED BY ANY MODULE ON T h E LIBRARY

r’AIr~

TIlE FOLLOWING MODULES DO NOT INVOKE ANY I’OOULE OP. TpiE LIBRARY

EX AMPL KEMPTY

The interaction of all modules in the library is shown in the f irst
matrix . If the library contains all modules in the user ’s program, this
report provides a concise , complete picture of the module dependencies. If
the library contains only a part of the program, this report aids in de—
termining what modules do not interact with the part and might be better
suited for another part. The modules are listed in alphabetical order.

The second matrix shows external modules, not In the library . If the
library contains all modules in the program, the external modules will
consist only of system routines. If the library contains only a part of
the program, this report shows the part ’s interfaces with other parts.

This report also identifies the “top” and “bottom” modules in the
system——those that are not invoked by, and those that do not invoke, any
other module.

Figure 2.10. LIBRARY DEPENDENCE Report
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S TATE M ENT PROF ILE SUBROUTINE L~ AMPL C INFO , LENGTH I

INTERFACE CHA RACTERI STI CS

ARGUMENTS 2
ENTRY 1
EXIT 1
INTERNAL PR OCEDURES 2
INVOKES I,
WRITE I

STATE M ENT STATL NCNT
CLA SSIFICATION TYPE NUMBER PERCENT

OLCI.ARAT ION...

FOR MAT 1 2.6

TOTAL 1 2.6

EXECUTABLE...

A SSIGNMENT 14 11.1
CALL 1 2.6
CASE 2 5.6
CASEELSE 1 2.8
O0UNTIL 1 2.5
ELSE 1 2.8

2
EM OCASE 1 2.8
(NOIF 2 5.6
ENO WN ILE 2 5.6
EPSO 1 2.8
INVO KE 3 5.3
RETUIC M 1 2.6
WRITE 1 2.8

TOT AL 23

DECISION...

BLOCK 2 5.6
CASEOF 1 2.8
O0.HLLC 2 5.6
ENOUNTII. 1 2.6
IFTR AN— IF
SUBROUTIN E 1 2.8

TOTAL 9 25.0

DOCUMENTATION..

COMM ENT 3 6.3

TOTAL 3 5.5

• TOTAL PERCENT AGE NAY BE MORE THAN 100 BECAUSE OF OVERLAPPIN G CLASSZFICATIONS

This report classifies each statement of a module as either a declar-
ation, execu table , dec ision , or documentation statement. Under these clas-
sifications, a tabulation of the subtypes is listed .

Figure 2.11. Statement Profile
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A rigorous analysis of program variables, including inter—module checking,
uncovers subtle inconsis tencies which lead to errors , such as:

• The number of parame ters in a subrou tine or f unction call does no t
agree with those of the routine called .

• The mode of an actual parameter does not match that of the
corresponding formal parameter.

• A parameter is listed in the calling argument list as a non—
subscripted variable but is used in the routine as an array.

Another consistency check is performed on the structure of the program.
The graph for each module is checked to see that all statements are reachable
from the module’s entry and that the module’s exit is reachable from each
statement. Unreachable statements represent extra overhead in terms of memory
space required for a module, while statements from which the exit cannot be
reached represent potentially catastrophic system failures .

The output produced by this option is a Static Analysis report for each
module (Fig. 2.12).

INSTRUMENT. This option “instruments” the source code by inserting
“probe statements” at the entry and exit of each module and at each statement
which begins a DD—path. Each probe includes a call to a data collection
routine which records information concerning the flow of control when the
software is executed . A special probe is inserted at the end of the main
program to signal the end of test execution. The user can also have this
special probe inserted at other points in the code, which has the effect of
breaking one test execution into multiple test cases. The command TEST8OUND ,
MODULE (<name>) ,STATEMENT=~number>. causes the special probe to be inserted
after  the statement specified. The instrumented source—code file can be
input to the FORTRAN compiler (after f i rs t  being processed by the DMATRAN
preprocessor if DMATRAN is being used). The instrumented object code is then
ready for loading and test execution.

During execution of the instrumented program, the probes record (on the
LTEST file) a summary of execution data which result from processing the set
of test cases input for this run.

INPUT/OUTPUT. Additional information may be gathered during test
execution by inserting INPUT and OUTPUT statements into each module. The
INPUT statements list the global variables (either parameters or in common)
that are required to have a value whenever the module is invoked ; the OUTPUT
statements list variables that will be assigned values in the module. An
INPUT variable may also be an OUTPUT variable. The INPUT/OUTPUT option provides
for trac ing the values of the var iables during execution, by translating the
INPUT and OUTPUT statements into comments followed by data—collection code
that is inserted in the FORTRAN or DMATRAN (along with the DD—Path probes if
INSTRUMENT is also selected). When the program is executed , the entry and
exit values of the variables will be reported .

2—16
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STATIC ANA LYSIS SUSROUTINC CIRCLE I ARIA

1(5 NIl? SOURCE WIIIMOWN E$TEMNAI.$

1 SUSROUTIIlE CIRCLE I AREA I
A COMMON / VALU ES / DIAMTR
P INTESIR AREA
S RAQIU5 a DIART I / A
S ARCA .pI .RACIUS ..a

— - sOot NARNINS— LEFT HANS VIOL HA$ MODE INTES(RR $W7 HAND SIDE HAS MCCC ACAL - V

S IF I AREA .$T. 50 THEN
1 • CAl L PINT I ARIA

CALL ERROR
— PRNT CAL LED W ITH 1 ACT UALLY HAS a AN SuMEN TI

— CALL ERROR
-PARAMET ER * OF PA NT .ACTU AL PAR AME TER HAS MODE INTESER

— 
,FQRNAL PARAMET ER HAS MCDI REAl.

• INOIF
* RETURN
*0 CALL STACM RADIUS . AREA

SMAP H WAR NIN G —
• STATE MENT 15 U UNA(ACHASLC OR 1~ IN AN INFINITE LOOP -

IT ACM
1* (NO

$TAT(N(NT ANALYS IS SUMMAR Y ERRORS WARNINSS

GRAP H CHECKING 0 1
CALL CHECKINS S S
MODE C,4CMINS 0 S

1$, TOTAL LA ST IN/OUT ACTUAL PHYSICAL
NAME SCOPE MODE STMT USES STaT USE USC UNITS

AILS PARAMETER INTEGER S A SOTH

UZANYR VALUES REAl. a a a pJPI~
RADIUS LOCAL REAL e S IS

‘1 LOCAL REAL I S $

• SCT/i~SL MAMNINS
• VAN IASLC P1 MAY SC uS(O •CFCMC SUNS ASSISN (n A VALU E -

SYRSUL ANAl YSIS SUMMAR Y ERRORS NARNZNSS

SIT/USC CNICKThS I 
•

The Statement Analysis Summary contains the warning and error messages
interspersed appropriately in the code. Unknown externals——routines
called which are not in the library——are listed on the right side of the
printout. The numbers of errors and warnings are listed at the bottom.

The Symbol Analysis Summary shows the name, scope, and mode of each
symbol in any executable statement in the module. The actual use of global
variables Is defined as INPUT, OUTPUT , or BOTH. For any variable that is
used before being set to a value, or set and not used, a warning indicates
the condition, which could lead to e..r-rs.

Figure 2.12. Static Analysis Report
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REACHING SET. This option executes the “module retes ting assis tance”
process of FAVS. The user identifies a section of code he desires to exercise
by specifying the number of the DD—path to be “reached”, and the number of a
DD—path from which it is to be reached. The user may specify either iterative
or non—iterative reaching sets to be generated. FAVS prints a list of DD—paths
that connec t the spec if ied points —— the “reach ing set” —— and the actual program
statements on the paths. With this list, the user can identify which par ts
of the program need to be executed (and therefore which program values need
to be modified) for the selected statement to be executed. Test cases can
then be constructed, and the user m ay rerun Tes t Execution to ascer tain the
additional program coverage provided by the new set of test cases.

The basic command

OPTION = REACHING SET

must be f ollowed by a command spec ify ing a reaching se t :

REACHING SET ,MODULE— (<name>),TO= <DD—path number>,

FROM— <DD—path number’{,ITERATIVE}.

This command generates a non—iterative reaching set unless ITERATIVE
(preceded by a comma) is included; in that case, the reaching set which
includes all possible iterative paths is generated.

2.3 FAVS ANALYZER COMMANDS

The FAVS Analyzer produces coverage analysis reports , genera ted from 
V

the data collected during execution by the probes inserted when the INSTRUMENT
option is selected . Figure 2.13 shows the execution coveraae sequence
beginning with FAVS instrumentation of a program (compare with Fig. 2.7),
through the usual compilation and execution (shown inside dashes), to the

-
V input of execution coverage conmunands which then generate coverage reports.

The entire sequence can be performed in the same run.

During test execution the program operates normally, reading its own
data and writing its own outputs. The instrumented modules also accumulate
data on DD—path traversals. Each test execution may consist of a number of
test cases.

The coverage reports are controlled by two coverage commands, an op tion
selection and a module selection command. The type of report is specified
by the command :

OPTION(S) — <list>.

where <list> may be one or more of the three options: SUMMARY, NOTHIT, or
DETAILED.
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Figure 2.13. Execution Coverage Sequence V
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If the DETAILED option is specified , then the OPTION command must bepreceded by the module selection command:

FOR MODULE(S) — (<name—i> , <name—2>, ... <name—n>).
where each <name> is the name of a module (subroutine , function, or program).
The DETAILED reports will be generated only for the modules named in this
command.

Examples of the three reports are shown in Figs. 2.14, 2.15, and 2.16.

I

t

tI
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3 USE OF FAVS IN SOFTWARE TESTING

The concepts implemented in FAVS address the basic problem of assembling
systems of hardware and software to achieve desired behavior. By the very
nature of a specification for a software system and the system built from it,
the system’s behavior includes both specified and unspecified behavior. The
specified behavior may be acceptable (i.e., what was desired) or unacceptable
(i.e., not desired but an unforeseen consequence of the system’s behaving as
specified). The unspecified behavior may be acceptable (i.e., fortuitously
providing a capability not included in the specification) or unacceptable.

Acceptable behavior in a software system is approached in two ways:
attempting to build software of inherently high quality, and attempting to
identify failure by testing the software at various stages. FAVS augments
the testing process.

3.1 RELATIONSHIP BETWEEN SOFTWARE TESTING AND SOFTWARE VALIDATION

Figure 3.1 shows the relationship between a software system functional
specification, the sof tware, and the process by which testing seeks to in-
vert, or “validate,” the software implementation phase. Ideally an auto-
mated verification system (AVS) would support software validation: the

PHASE III:
TEST ISYSTEM ANALYSIS I TESTCASEFUNCTIONAl. -. —‘

SPECIFICATION OPTION = INPUT/OUTPUT 

I

I
~ SOFTWARE

IMPLEMENTATION 
~~~~~~~~~~~~~ 

PHASE II:

SOFTWARE ~“ ‘~~‘ c,

VAL IDAT ION
1
~~ ~ 

GENERATION

SOFTWARE OPTION REACHING SET
PHASE I: SET

__________________ 
TEST CASE 

__________________IDENTIFICATION

SYNTHESIS OF ANALYSIS
SOFTWARE OF SOFTWARE

Figure 3.1. Software Testing and Validation Using FAVS
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demonstration of consistency between the software and its specification, in-
dependent of any specific testcases . The discipline of program proving
(which is not currently applicable to even moderate—sized software systems)
aims most directly at this ideal. Practically , an AVS should support test-
ing verification: the demonstration of correct behavior for a representa—
tive and thorough set of specific teatcases.

Figure 3.1 also shows how FAVS fits the testing verification method—
ology. DMATRAN provides constructs for structured programming in FORTRAN,
supports top—down programming in FORTRAN, and provides data access asser-
tions. FAVS assists in partial software validation through the STATIC op-
tion and provides dynamic structural testing, untested—path identification,
output augmentation, and documentation to assist in testing verification.

The four phases described in the f igure are implemented with FAVS as
follows:

• Phase I: Testcase Identification. The software is analyzed
for path sequences to execute specified DD—Paths , yielding
a collection of structural testcases. The REACHING SET
option identifies code for structural testcases.

• Phase II: Testcase Generation. Supplying specific input values
for a structural testcase converts it to an actual test. The
DOCUMENT option provides reports useful in generating specific
testcase data to execute some path sequence in a reaching set.

• Phase III: Test Analysis. The results of the test are then
analyzed for their relationship to the System Functional
Specification. The INPUT/OUTPUT option is useful to augment
the normal output of the software for test analysis.

• Phase IV: Testing Verification. The audit file written by
the instrumented software (see Fig. 2.13) during execution of
the testcase data is processed by the FAVS Analyzer. DETAILED
or SIM(ARY reports are available to identify the statements
and decisions which were executed. The NOTHIT option is most
useful in identifying particular unexecuted DD—Paths to be
analyzed for additional testing coverage.

This method augments the testing process by “validating” the sof tware
against a partial functional specification (all statements must be reach—
able, formal and actual parameters must match in number and type, etc.);
and by applying testing verification, with the set of specific testcases
used in functional testing augmented to give full  coverage of all DD—paths .
Software validation using FAVS does not guarantee that the software analyzed
is error—free: programs which are consistent with the partial functional
specifications may not be consistent with their complete functional specifi—

by FAVS, guarantee that it is error—free. Nothing short of the impossible
goal of executing all instances of all testcase sets would provide this

cations. Nor does comprehensive exercise of a software system, as measured
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guarantee through testing. However, practical experience indicates that
software validation and testing verification supported by FAVS will locale
a very high proportion of errors. Hence, the use of partial software vali-
dation and testing verification as an approximation to full software valida-
tion seems to be reasonable and practical.

3.2 WRITING TESTABLE SOFTWARE

The problem of constructing sof tware which performs its intended
function can be approached from both “synthetic” and “analytic” viewpoints.
This section concentrates on augmenting a broadly applicable “synthetic”
approach——writing testable software which is error—free the first time it
is tested. Although this is an ideal which cannot always be achieved, com-
mon sense and practical experience indicate that a carefully written system
will work reliably sooner and with less testing effort than a hastily im-
plemented system.

In this section we discuss some widely accepted guidelines for sof t—
ware implementation that reduce the cost of testing and improve the quality
of the software. Reference 1 gives additional guidelines for the prepara—

t 
tion of readable software.

We briefly list the guidelines and then go on to discuss how they are
• implemented and checked with DNATRAN and PAyS. 

V

3.2.1 Structural Guidelines

Use Small Blocks of Code. The first guideline is the most important
of all. It is to keep each block of code as small as possible; at most
50 lines of code or one printed page. When a programmer believes that more
than one page of code is necessary to describe the functions in a block, the
block should be split in two.

Small blocks can be tested more thoroughly for a large set of values
than large blocks. While in a large system it is impossible to exercise
all possible combinations of paths, it is not unrealistic to assume that
all possible combinations can be exercised in each block individually.

Use Single—Entry, Single—Exit Control Structures. Much has been
written on the well—structured program.~~

4 It has been shown that three
control structures are all that is necessary to write any computer program,
that less time is required to write a program using structured—programm ing
techniques,6 and that the use of such techniques elimina tes the need for
flow charts.

The most important feature of a well—structured program is the re-
striction to single—entry, single—exit control structures. While this
restriction is often recommended to improve readability and to eliminate
decision errors, it also eases testing.

-—~~~~~— —~~~~~~~~~ -~~~~~ --- 
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Use Few Types of Control Structures. Modern progranmoing languages pro-
vide a wealth of control structures. Moderation in the types of control
structures used simplifies both the testing and the understanding of a pro-
gram. A good guideline to the types to use is an article by Mills,7 who
stated that the only truly useful one beyond a DO loop and an IF decision is
a form of the CASE statement.

Use Few Paths. The guideline of keeping a block small helps keep the 
V

number of paths small. Even so, it helps to pay explicit attention to the
number of paths. The an~unt of testing required for a program is an exponen—
tial function of the number of decisions; hence each unnecessary decision
point adds greatly to the testing effort.

Very often the designer of a program can decrease the number of paths
dramatically by altering an algorithm or choosing another one. An example is
in the use of trigonometric functions. All trigonometric functions can be
computed by algorithms that provide results only for the range 0 to 450~ But
then the program that uses the algorithms is forced to decide which functions
should be used, after mapping the angle into the range 0 to 45°. If the trig-
onometric functions are altered to respond to the full range of values that
the machine can calculate, the number of paths at the tester level is decreased.

Do Not Use -Implied Loops. An implied ioop is one which uses an IF test
and a GOTO to form a loop in the program. It is often used by progra~ uers toobtain loop features normally unavailable, such as:

1. Alteration of the control variable by uneven increments

2. Use of floating—point variables as control variables

3. Overlapped nesting of loops -

4. Transfer of control into a loop

5. A loop structure not provided in the programming language

Implied loops are particularly susceptible to errors, especially infinite
loops. It is often not apparent to the tester that such a loop exists, and
therefore it will not be tested in the way that a loop would be tested.

Do Not Use Multiway Transfers. Some programming languages contain multi—
way transfers. The moat notorious is the FORTRAN arithmetic IF statement. It

F is a single—entry, triple—exit statement that should not be used because it is
hard to follow, and hard to test because it allows an arbitrary transfer of
control. In most cases a logical IF statement can replace an arithmetic IF,

- 
- reducing the number of paths to two and resulting in a well—structured program.

Where multiple paths are needed, a CASE construct or one of its equivalent
IF...THEN...ELSE...ENDIF constructs should be used.

all the structural guidelines for testable software. The first guideline,
‘use small blocks of code,” may be difficult to follow in a large FORTRAN

~~ Exclusive use of the DMATRAN control constructs assists in conforming to

— ~~~~~~~~~~~~~~~~~~~~ 
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implementation. Software systems consisting of hundreds of separately com—
pilable modules often exceed an operating system’s constraints, and may cause
maintenance problems. The DMATRAN BLOCK construct provides a solution to
this problem by allowing large routines to be internally modularized into
small, comprehensible blocks of code. DMATRAN provides five single—entry ,
single-exit control structures, thus satisfying the guidelines “use single—
entry, single—exit control structures” and -use few types of control
structures”. The next guideline, “use few paths,” can be largely enforced by
limiting indentation within any one block of code to a level of 6. Implied
loops and unstructured multiway transfers (which are prohibited in the last
two guidelines) , cannot be written using the DMATRAN control constructs.

3.2.2 Symbolic Guidelines 
-

The symbolic guidelines are intended to make the association between
names, objects, types, and physical quantities as clear as possible to a
tester.

Use Meaningful Names. Most programming languages today allow the use of
meaningful names such as TIME, SPEED, HEIGHT. A tester has a better feel for
the function of a program if such names are used instead of names like Xl, X2,
X3.

Use One—to—One Matching Between Names and Objects. One name should re—
fer to only one object, and one object should have only one name. Often, un-
fortunately, one object has different names. For example, a FORTRAN equiva-
lence statement can allow the same area in memory to be referred to as A or
as B . The excuse may be made that equivalence in FORTRAN is necessary to
allow the definition of table structures. However, there is no reason to use
it otherwise. Nor should multiple names be used in languages which allow
tables to be defined.

Identify Constants. When it is known that a name represents a constant,
the tester or test tool can make various simplifications . For example, it is
known that a predicate stated in terms of constants need not be traced back to
determine its value on input.

There are three types of constants that can be identified:

1. Preset by the compiler

2. Initialized by an assignment statement

3. Read as data from an external device

While provision has been made in some languages to identify the first, the
others need identification as well so that a test can be made that they are
set only once and are indeed constants.

Use One Physical Type for One Name. To save memory or to save names,
progre are often written where a variable contains different physical qusuti—
ties at different times in the program. For example, at one instant the

3—5



- 
— 

-
~~~ 

---
~~
-—-—--

~~~~-- -

variable represents height in feet and at another height in miles. This mul—
tiple association between physical types and names should not be done, because
it confuses the tester, who has to keep track of the physical units from one
instant to the next.

Use One Data Type for One Name. In some languages a variable name can
be used to store either integer data or character data. This allows handling
characters in limited languages, but makes it difficult to test for legal
values in a variable. When a variable is to be used to contain characters,
its use should be restricted to characters only.

Use Local Variables in Preference to Global Variables. This guideline
is not intended to result in extra unnecessary variables, but to cut down on
the use of global variables as local variables. For example, temporary vari-
ables should always be local, never global variables. The number of global
variables should be kept at a minimum, sin-ce they are more difficult to keep
track of.

Separate Inputs from Outputs. Different variable names should be used
for the inputs and the outputs of a module. A module should not be called
with the same actual parameter in more than one parameter position. If a
variable is used both as an input and as an output, the invoking module may
require that the variable not be changed, which is a difficult problem to
trace. This guideline may increase the number of variables.

The guideline “use meaningful names” is reinforced by the ability to
give DMATRAN BLOCKS long, mnemonic names. This feature adds to the readabil-
ity of properly designed and implemented DM~TRAN programs. The use of INPUT
and OUTPUT statements processed by DMATRAN and FAVS makes it apparent when
the guideline “separate inputs from outputs” has been violated.

3.2.3 Loop Guidelines

Limit Types of Loops. Most languages provide too many means of gener-
ating a loop structure. The best loop structure for testing and verification
analysis is the DO WHILE loop, with one integer control variable that changes
monotonically with equal increments. DMATRAN provides only two looping con-
structs. 

• -

Keep Invariant Conditions. In loops , indicate the invariant conditions
on the variables within the loop. Where there is a choice between making a
condition sometimes true and making it always true, change the algorithm to
make it always true. Such a condition is termed an invariant. The SQRT
function in Fig. 2.2 computes the square root by successive approximations.
An invariant condition for the loop in SQRT is that the next approximation
is at least as good as the previous approximation. The condition

ABS(A — X ** 2)  .GE . A BS (A  — ((X + A/X)/2) ** 2)
inserted as a co ent immediately after the DO WHILE statement would precisely

j  describe this loop invariant .
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Maintain Monotonic Control Variables. If the control variable changes
monotonically on every path through the loop, one can then hope to prove that
the loop will terminate. Otherwise an infinite—loop condition can arise.

3.2.4 Interface Guidelines

Use Top—Dowa Design Techniques. There are arguments for both top—down
and bottom-up testing. Testing from the bottom up on a per—module basis is
worthwhile. However, it is only with top—down testing that the whole system
is tied together from the beginning. Bottom—up testing requires the design
of many drivers , interface errors remain hidden, and the operating system
interacts only late in the t~sting.

Use a Support Subroutine Library. The use of a subroutine library al-
lows testing on a module basis, as well as checking the correctness of each
module’s interfaces, and encourages modularity. Well designed support sub-
routine interfaces can considerably decrease testing expense and effort.

State Data Access Rights. Data access rights for each global variable
and for each parameter can be listed with the DMATRAN INPUT and OUTPUT asser-
tion. The use of each such variable should be stated for each module.

Another use of the BLOCK construct is to support modular top—down pro— F

gramming. Several major problems exist in using FORTRAN for top—down pro—
grainming. The first is that as additional detail 18 being added to the cur-
rent implementation, interfaces between related routines must be frequently
updated. This requires updating all instances of invocations to modified
routines and updating all instances of modified common blocks. Since the
BLOCK construct allows modularity within one compilable unit in which all
program variables are global , no such interf ace maintenance problems are en-
countered. Also the development history of a FORTRAN top—down design is
largely lost, while the long BLOCK name capability of DMATRAN allows some of
the history to be embedded into the implementation.

The FAVS STATIC option encourages the use of a support subroutine li-
brary by automatically detecting many errors in the invocation of support
routines. A restart file which describes the formal parameters of all support
subroutines can be constructed with the FAVS LIST option. Only the properties
of the formal parameters need be included in the source input to FAVS for
building the restart file. For instance, the FORTRAN support library routine
lABS (absolute value) can be described as

INTEGER FUNCTION LABS (I)

INTEGER I

INPUT (I)

RETURN

END

3—7
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This defines LABS as an integer function with one formal parameter , which is
an integer variable that is used as input (see Sec. 3.2.2). Both system sup-
port library routines and user support library routines can be described on a
PAYS restart file for use in analyzing FORTRAN and DMItTRAN routines.

3.2.5 Comprehensive Synthesis Approach Using DMATRAN and FAVS

A method for using the DMATRAN precompiler and the FAVS STATIC option
to Implement high—quality DMATRAN source programs is shown in Fig. 3.2.
After the initial version of the software is written (according to guidelines
similar to those just discussed), an iterative process is begun which aims at
removIng errors before the software is ever executed. The first step in this
process is performed by the DMATRAN precompiler. It produces a listing of
the DM&TRAN source program which is automatically indented to show its struc-
ture, and has any invalid structure constructs flagged. The intermediate
FORTRAN source program produced by the precompiler is next checked by the
FORTRAN compiler for syntax errors. FORTRAN statements which are in error
can be traced directly to the corresponding DMATRAN source statements. Fi—
nally the STATIC option of PAYS is used to analyze the DMATRAN source pro-
gram, including all calls to support library subroutines. After a module has
passed all these error checks, single—module testing (Sec. 3.3) can proceed
with the expectation of minimum testing expense.

3.3 SYSTEMATIC SINGLE—Z’~)DULE TESTING VERIFICATION

The testing verification process for single—module coverage has a sin-
gle objective: to construct test cases which cause the execution of DD—paths
not yet executed. Testing is complete when all DD—paths have been exercised,
or when those which have not been exercised are shown by the program tester
to be logically unexecutable.

This process is diagrammed in Fig. 3.3. The software must first be
prepared for testing (analyzed for its structural properties and instrumented
for testing). This is done by processing the software through the INSTRUMENT
option of PAyS. The resulting data base contains all information necessary
for subsequent testing activities. Selecting the DOCUMENT option at this
time provides the basic reference material to use in testcase data generation.
The testing process begins by executing whatever testcases for the module al-
ready exist; this initial test, performed with the assistance of the INSTRUMENT
facility of PAYS, results in a coverage report which identifies the DD—paths
which have not been exercised (the NOTHIT option). If there are none, then
testing is finished.

The next step is to choose a likely DD—path upon which to concentrate
the testing. After this choice is made (see below), the tools already de-
scribed are employed, as appropriate, to assist in generating testcases
which will increase the percentage of DD—paths that have been exercised.
These additional testcases are added to the previously generated ones, addi-
tional test executions are made, and the ANALYZER facilities are used to
provide the updated coverage report.

3-8 

- -— ~~~~~~~~~~~~- - ~~---- - --- - ~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _ _ _



86~O9 NV

1!!! 
_ _ _ _

ni~1 v~~~1-_ I

• 1

~~~~~~~~~

H

~~

J
’

r 

~~~~~~~~~~~~~~~~~~~~~

—I \~. U

ii

_ _

_ _

~~1~Fr HdHL !~1 L
I~ n~~I
UL!~~J Ii

3-9

I—-- _ _ _ _ _  ~~~- - — -~~~~~~ - -~~- - — -~~~-~~~~~ -—--“ —-~~~-



— —~~~ ---- - --- —  - - -  
—

,6~os-wY

3 _______

WUJ I I L&i

~~~~
, I I ~~~

~~~~~ __  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

uJ,_~~~ I I-~~~ 
—

z v~~p- I~~~,n p-
L&a~~~~~~ Iww

m l—.

_____________ _____________  
C,,

1~1 ____ 
.
~~

I~~ I I\ ~ \

~~~~
LJ— 

I
t~

) 

I.— w I 0

~~ I
~~~

I../

In I U
£ •1•4

V “-I
.r4

I— 14

~h H~ ’LHfk~ 
_ _ _

__ _ _  

I

~~~

I

~

1j 1
~

dikOk) ii±~
—

I
1 

3-10

_______________ ~~~~~~~ — — —-- - ----- — - -

_ _  _ _ _ _  _ _  _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _  



-~~~~~~~~ —-.---~~~~~~~ —-~~~— -—-- -~~~~-— ~~~~~~- 

The effectiveness of this scheme for program testing verification de-
pends to some extent on the mechanism used to select the next target DD—path
for testcase generation. This testing target should be one of the unexecuted
DD—paths; when there is more than one untested DD—path to choose from, the
choice among them can affect the amount of “collateral testing”, and thereby
influence the efficiency of the testcase set.

The DD—path selection criteria used should attempt to maximize collateral
testing. On the other hand, maximum collateral testing coverage may make
testcase data generation very difficult. The selection function actually
used should depend on the nature of the program being analyzed. The follow-
ing guidelines may be of value:

1. Choose a DD—path which resides on the highest possible decision
level.

a. This assures a high degree of collateral testing, since
after the target DD—path is executed the program must still
finish executing and, in the process, may hit a large num-
ber of other untested DD—paths.

b. If such a DD-path has not yet been executed, and all DD—
paths are to be exercised, then it will have to be dealt
with at some time anyway. Better sooner than later.

2. Choose a DD—path which is at the end of a fairly long reaching
sequence. The reasons for this are similar to (l.a), but involve
an additional observation: the more complex a set of logical con-
ditions dealt with in generating a testcase, the more likely that
the resulting testcase dataset will resemble data which corres-
ponds to the functional nature of the program being analyzed.

3. If a prior testcase carries the program execution near one of the
untested DD—paths, it may be more economical to determine how
that testcase can be modified to exercise the untested OD—path.

4. If the analyses required for a particular DD—path selection are
difficult, then attempt to choose a DO—path which lies along the
lower—level portions of its reaching sequence(s). Doing this
simplif ies the analysis problem, but may still achieve a high
degree of collateral testing.

These analyses are supported by the FAVS DOCUMENT option (see Sec. 2).

3.4 SYSTEMATIC SOFI~WARE SYSTEM TESTING VERIFICATION

The system testing verification effort can be organized according to
two fundamentally distinct strategies: (1) bottom—up system testing, and (2)
top—down system testing.

Bottom—Up Testing: This testing strategy attempts to provide coaprehen—
sive system testing coverage by building test cases from the bottom of the

3-11
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system invocation hierarchy first, and extending these test cases upward dur-
ing the continuing and concluding testing phases. Bottom—up testing may re-
quire the use of special testing environments (see below), but is likely to
achieve the best overall testing coverage.

Top—Down Testing: This testing strategy deals with an entire software
system first, and, after subsystem (or component) testedness is measured,
proceeds downward through the software system’s invocation structure. Test
case data is added only at the topmost level and, as a result, a set of sys—
temwide test cases is developed directly.

The optimum system testing strategy for a particular system generally
combines the- two strategies. The choice is based on the level of coverage
achieved, the difficulty of proceeding upward or downward in the system organ-
ization, and the effort required to establish a testing environment in each
case.

The basic ingredients of systematic software system testing are the
following:

• The ability to perform comprehensive single—module testing for
each invokable module

• Knowledge of the system’s invocation structure

• Previous (and initial) system testing coverage measures

• A next—testing—target selection function to allocate testing
effort.

The general form of system testing is shown in fig. 3.4, which emphasizes the
continuous use of a system testing coverage measure. The interaction between
the system testing coverage measure and the process of selective application
of the single—module testing procedure is described next.

Systemvide testing coverage can be measured in terms of the coverage
for each module, or in terms of the coverage for an identifiable subset of
related modules (i.e., a component). The coverage measure can be used to
select the bast next testing target. The simple per—module coverage measure
will direct testing effort toward the module which is the least tested. The
per—component coverage measure directs testing effort toward the component
which is the least tested.

The measure actually used should depend on the internal structure, and
possibly the functional requirements, of the software system as a whole. The
measure should unambiguously identify the module(s) least tested, but should
tend to identify a number of possible testing targets. The choice between

— them should be made within the confines of the invocation hierarchy, and by

I 

considering the two important variations of testing strategy: top—down test-
ing, and bottom-up testing.

3—12

— ~~~~~~~~
— -

_ _ _ _ _ _  -- -- - - - - -- ---- ~~~—~~ ~~~~~~~~~~ 

- 
- - -



- —-—--,—------  -

BEGIN

ANALYZE EXISTING-
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SYSTEM
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APPLY SINGLE- SELECTOR
MODULE TESTING;
ADD TO TESTCASE
SET

Figure 3.4. System Testing Procedure

3.4.1 General Strategy

The best approach for systematically testing a large software system
will depend on the specifics of that system’s elements; it is not possible to
state a universally applicable strategy. Mixtures of the top—down and bottom-
up approaches may veil cost the least, and may result in the greatest testing
coverage.

FAVS has facilities which directly assist in the testing of large soft-
ware systems. The DOCUMENT option includes analyses which assist the program
tester in grouping modules into subsystems and in constructing suitable test—
cases (see Sec. 2).

3.5 SUMMARY

The many options offered by the PAYS commands permit the user to tailor
FAVS processing for a particular testing activity. As an additional benefit,
some of the PAYS reports can be very useful in software documentation and
code optimization. As with many other sof tware packages, how FAVS is utilized
varies greatly among users. Quite often several reports are used together to
provide more insight into the specific problem at hand.

For program testing purposes, a basic set of reference material for
each module is the following:

— 
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DD—Path Definitions
READS Report
INVOKES Report
BANDS Report {

Static Analysis Report

For a system with many modules, the reference material should also include:

CO)*)NS Report
LIBRARY DEPENDENCE Report
CROSS REP Report

These reports are produced by the combination of the INSTRUMENT , DOCUMENT ,
and STATIC options. This same set of reports may be used for software docu—
mentation purposes .
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